Checking the adequacy of second-order vector space models of meaning
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Research question – In the Nephological Semantics research project of which the present study is a part, automatic semantic analysis takes the form of second order vector space models (Heylen, Speelman, & Geeraerts, 2012; Heylen, Wielfaert, Speelman, & Geeraerts, 2015). While type-level models collapse the variation of each lexical item into a unique vector, token-level (or second-order) models build on the type-level vectors to represent individual tokens, and thus model semantic variation within each type.

The question then arises: how adequate are such models for discriminating senses, compared to a manual, concordance-based lexical analysis?

Relevance – The question addressed in this study is important for the methodology of Cognitive Linguistics, both from a fundamental and a practical point of view. From a fundamental perspective, the investigation is a contribution to the long-standing debate about converging evidence in Cognitive Linguistics: what are the limits and complementarity of various data types (in the case at hand, alternative corpus-based approaches) in semantics?

Practically speaking, corpora constitute an immensely valuable source of language material for usage-based linguistic analyses. In the case of semantics, large-scale annotation is still an expensive, time- and energy-consuming enterprise that relies mainly on manual work. Thus, checking the reliability of automatic sense disambiguation techniques is highly relevant for any attempt to scale up corpus-based semantic analyses of large corpora.

Method and materials – The case study presented here involves the item church in the Brown corpus. As the vector space models may vary along different parameters (association measures used for weighting, span of context words, etc.), the study considers a wide range of alternative models. These are based on (weighted) frequency matrices based on the co-occurrence frequency of the token’s context words with other types (i.e. merging the type-level vectors of the context words to represent a token). The resulting matrices are then rendered, through multidimensional scaling, as 2D-scatterplots.

In this visualization, each point represents an occurrence, while its position relative to the other points, the similarity to the other occurrences.

These models are assessed by visual inspection, and by means of the diagnostics described in Speelman & Heylen (2016), against two disambiguated versions of the data: on the one hand, one based on the Semcor semantically tagged section of the Brown corpus, on the other hand, a manual concordance-based version that takes into account specifically cognitive linguistic features of semantic structure (such as multidimensionality and overlapping of senses).

Results and discussion – The case study shows that the adequacy of the token level vector space models depends largely on the granularity of the semantic analysis. Broad distinctions like that between an institutional and a material reading of church can be approximated, but finer metonymical, facet-like distinctions (like that between the church building as architectural object or as place of worship) rely on specific lexical cues that are not sufficiently picked up and weighted by the present models.

Further steps in the research may therefore involve the questions, first, through which techniques such cues could be detected in the corpus, and second, whether the models could be improved by enriching them with externally available information, like lexical associations or other experimental data.
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